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ABSTRACT
To make the computer generated imagery (CGI) vivid, ana-
lyzing the appearance of materials becomes the first priority.
Real world materials usually exhibit complex appearance
and cannot be faithfully represented simply by analytical or
parametric reflectance functions, such as the combination
of bump, glossy, specular and diffuse maps which is widely
used in current real-time rendering programs.

In this paper, we propose an appearance representation for
general complex materials which can be applied in real-time
rendering framework. By combining a single parametric
shading function (such as the Phong model) and the pro-
posed spatial-varying residual function (SRF), this repre-
sentation can recover the appearance of complex materials
without much loss of visual fidelity. The difference between
the real data and the parametric shading is directly fitted
by a specific function for easy reconstruction. It is sim-
ple, flexible and easy to be implemented on programmable
graphics hardware. We capture real photographs of differ-
ent materials with a homemade lighting platform and use
them to obtain the the data of SRF representation. Experi-
ments show that the mean square error (MSE) between the
reconstructed appearance and real photographs is less than
5%.

1. INTRODUCTION
”If it looks like computer graphics, it is not good computer
graphics” quoted from Jeremy Birn’s book [2], and which
touches every computer graphics scientist who is pursuing
photorealistic rendering of CGI. Indeed, photorealistic ren-
dering is always an important issue in computer graphics.
Applications such as special visual effects in films, training-
oriented simulations, or computer games all rely on this tech-
nology.

When mentioned about today’s real-time rendering appli-
cations, computer (video) games probably are good candi-
dates. By surveying the computer games one may acknowl-
edge that, although great improvement have been done in
only few years, it is still hard to say that the visual qual-
ity is almost photorealistic (although not every computer
game needs this characteristic). Fortunately, the realization
of programmable graphics hardware and high-level shading
language [16] demonstrates the possibility of cinematic real-
time rendering. The latest generation of graphics processing
units (GPUs), such as NVIDIA GeForce FX or ATI Radeon
series, support following similar functionalities:

1. More texture units: up to 16 textures per rendering
pass.

2. Longer shader programs with flow control: up to 65,536
instructions per vertex shader, and 1,024 texture and
color instructions per pixel shader. ATI even intro-
duces F-buffer technology [17] to virtually increase the
program length.

3. Higher floating point precision: the support of the 32-
bit floating point format brings true 128-bit color as
the same level of precision used in the film industry
today.

By taking these benefits, the developers gain much control
and flexibility in shading programming. More and more
real-time rendering methods, even those that are usually
software-based techniques such as ray tracing [23], are pro-
posed.

To make the CGI vivid, analyzing the appearance of mate-
rials becomes the first priority. Real world materials usually
exhibit complex appearance and cannot be accurately rep-
resented simply by ordinary methods, such as basic shad-
ing functions or the combination of bump, glossy, specular
and diffuse maps. Homogenous materials may demonstrate
simple appearance, where plastics and metals are the most
typical examples. However, real world materials, even we
may regard them homogenous semantically, are complexes
and can exhibit complicated appearance. To render this
kind of materials in real-time,we need a method that is not
just the present well known methods, such as combination of



Figure 1: Overview of the framework. First we use a parametric shading function to fit the captured read
data, and then the difference (residual) between the real data and the parametric shading is directly fitted
by a specific function. Given viewing and lighting directions, the appearance can be synthesized with the
shading function and the reconstructed residual. The value of the residual function is shifted so that it can
be displayed.

bump, glossy, specular and diffuse maps. Before describing
our ideas, we need to define what a complex material would
be. The appearance of a complex material should include
the following three main properties:

1. Inhomogeneity: local variations caused by contami-
nants, irregular interior structure, such as mineral crys-
tallization or mix of different materials.

2. Geometry: local variations caused by surface meso-
structures, such as self-shadowing, inter-reflection.

3. Transparency: the transparent effect of materials which
is captured should also be considered.

Under this definition, materials such as minerals, skins and
clothes all belong to complex materials.

The parametric shading function approximately represents
the appearance of an object. The rendering of shading func-
tion may look alike, but missing many details if we compare
it to the photographs of a material. Hence, it is intuitive
that the key of what makes people feel the material looks
realistic should exist in the difference between the real data
and its approximation based on a parametric shading func-
tion.

Following the above proposition, in this paper we propose
an appearance representation for general complex materials
which can be applied in present real-time rendering frame-
work. By combining a single parametric shading function
(the Phong model) and the proposed spatial-varying resid-
ual function (SRF), this representation can recover the ap-
pearance of complex materials without much loss of visual
fidelity. The SRF, which is retrieved by subtracting the real
data to the parametric shading, is directly fitted by a spe-
cific function. By using the restored SRF, we may render the

complex materials under different lighting and viewing con-
ditions faithfully. The representation itself is simple, flexi-
ble and easy to be implemented on programmable graphics
hardware. We capture real photographs of different mate-
rials with a homemade lighting platform, and use them to
obtain the the data of SRF representation for each materi-
als. Several bi-directional texture functions (BTFs) are also
used to generate SRFs. Experiments show that the average
error between the reconstruction appearance and real pho-
tographs is less than 5%. Figure 1 helps to introduce the
overall framework.

2. RELATED WORK
Many successful studies have been done in order to render
virtual objects in high quality. By comprehending these
algorithms, there are mainly two representations for photo-
realistic rendering: image-based and parametric-based.

2.1 Image-based methods
Image-based methods create vivid imagery without explicit
knowledge of geometry or reflectance properties. Classic
image-based rendering (IBR) [3, 26] uses a large amount of
2D images of different views to generate the illusion of 3D
scenes (object movies or panoramas). One may traverse the
scenes by directly changing, interpolating, or warping [24]
between these images. Most of the early stage object movies
are based on fixed lighting, which means it is impossible to
change lighting conditions. In contrast to object movies,
many attempts have been made, such as [6, 15]. Although
they may produce rendering under varying lighting condi-
tion, the viewpoint remains fixed. It is possible, though ex-
hausting, to acquire an object movie under various lighting
conditions. However, the accompanying tremendous storage
need and management problems make it impractical.

In the last decade, more and more representations are pro-
posed for improvement of IBR. The surface light field (SLF)



Figure 2: Our data acquisition platform.

[29, 4] is a function that outputs appearance color to each
viewing direction from a specific surface location. The SLF
can well represent the object appearance under complex
(but fixed) lighting conditions. The polynomial texture map
(PTM) [15] is a special case of image-based representation.
A PTM approximates the sequence of input images which
are captured under varying lighting condition using biquadratic
polynomials, so only the fitted polynomial parameters are
stored in PTM.

The BTF which is proposed by Dana et al. [5] is a pioneer-
ing work in representing complex surface appearance under
various lighting conditions and viewpoints in a manner sim-
ilar to traditional texture map. A BTF is defined as a 6D
reflectance function, which has two additional dimensions
for the surface position compared to the bi-directional re-
flectance distribution functions (BRDFs). Due to its high
dimensionality, the BTF requires huge memory space for
storage. Therefore, how to efficiently manipulate BTFs be-
comes an issue. Similar to all the image-based approaches,
data compression is always a critical issue. Methods such
as principle component analysis (PCA) [21], factorization
[25] or vector quantization [27, 14] are frequently adopted
to preprocess the data for better run-time efficiency.

2.2 Parametric-based methods
In contrast to image-based, parametric-based methods em-
phasize the use of physically-based parametric reflectance
models, which are effective abstraction for describing how
the light is reflected from a surface. By statistically fit-
ting the measured data (by either dense or sparse sampling),
these models generally provide fair approximations of sur-
face appearance of arbitrary homogeneous materials. From
another point of view, fitted models compress the measured
data to an extremely small size (only a few of parameters for
each color channel). Nowadays, many parametric reflectance
models are explored and widely adopted. These parametric
BRDFs can be either physically-based, or empirical.

However, a single parametric model cannot handle appear-
ance contributed by complicated surface properties such as
transparency or inhomogeneity. Thus, different methods
such as bi-directional surface scattering distribution func-
tions (BSSRDFs) [9] or spatially-varying BRDFs (SBRDF)
[13, 20, 19] are proposed to solve these problems. Recently,

photometric stereo is adopted by parametric-based meth-
ods for surface reflectance recovering [8]. These methods
can handle SBRDFs and allow for rendering under differ-
ent viewing and lighting conditions. Impressive synthesis
images were shown in their results. Compared to image-
based approaches, which needed up to hundreds of images,
parametric-based methods require much less (mainly for the
fitting process).

We propose a method by combining the advantages of above
two approaches: using a reflectance model to represent the
approximated appearance of an arbitrary material and a
residual function analogous to image-based methods.

3. DATA SOURCES
In this section, we describe two data sources that are used
for analyzing the appearance of materials under different
viewing and lighting conditions: the first one is acquired
by our homemade platform, and the second one is obtained
directly from a BTF database.

3.1 Self Acquisition
To analyze the appearance, we need to take photographs
under varying lighting conditions. A small-scale homemade
platform is built to measure the reflectance of materials un-
der varying lighting conditions. It consists of a rotation arm
which orbits the measured target horizontally and a light
source mounted on it. Figure 2 shows the data acquisition
platform. The light source here is an array of light emitting
diode (LED). The color temperature of the LED we use is
6500K. There are several reasons why we choose the LED:

1. The LED is a small light source which concentrates its
emission in a narrow range (about only 15 degrees).
Its behavior is similar to a spotlight. By arranging
several LEDs into a square array, a directional light
source may be approximated within a short distance.

2. The LED is inexpensive, and it dissipates only small
amount of heat, does not need warm-up, and can be
driven by low voltage.

The system requires spherical material samples as measure-
ment targets. The radius of the spheres are 5cm in average.
For capturing soft materials (such as clothes), we spread
them on the spherical surface. The camera we use is Konica
Minolta DiMAGE 7i and the resolution of camera we set
is 2560 × 1920. The camera is initially white-balanced and
geometrically calibrated [30] for color and lens distortion
correction. Then we station the camera, which is zoomed in
high magnification (7x), at a distance away from the sam-
ple sphere to simulate orthogonal view (the focal length is
set at 1.1m). For each lighting direction, we capture 5 pho-
tographs with exposure time ranges from 1/30 to 2 seconds
to increase the dynamic range.

The light source rotation arm is manually adjusted to change
lighting directions. Several indicative marks are carved on
the platform to facilitate this operation. We assume that
the direction from the target object to the camera is zero
azimuthal angle, then we measure lighting directions from



azimuthal angle -60 to 60 degrees with a increase of 10 de-
grees. The direction of zero azimuthal angle is avoided be-
cause the light source blocks the view of the target object.
However, because the rotation arm moves only horizontally,
the appearance of materials cannot be sampled under verti-
cal lighting conditions.

The acquired photographs are then transformed into re-
flectance maps [28], which is frequently used to solve shape
from shading problems. A reflectance map R(p, q) is a func-
tion of reflectivity in terms of orientations of a parametric
surface S(x, y, z) = (x, y, f(x, y)) in gradient space:

p =
∂f

∂x
, q =

∂f

∂y
.

Since we assume that the captured images are orthogonally-
projected, the transformation is simply in the following form:

R(p, q) = I(r × p

‖n‖ + cx, r × q

‖n‖ + cy) (1)

where n = (p, q, −1) is the surface normal. I(s, t) is the
acquired image, r and (cx, cy) are the radius and center of
the projected sphere. The boundary of the reflectance map
is manually chosen (here, both the ranges of p and q are
between [−1, 1]). The resolution of reflectance map is set at
256 × 256.

3.2 BTF Database
In order to get accurate results, we also use BTFs of different
materials as the input. The BTF database is provided by
University of Bonn1. For each material, 6561 images are
taken (81 lighting and 81 viewing directions) to sample the
appearance variation.

4. DATA REPRESENTATION
BTF is a fundamental representation of complex appearance
under varying lighting and viewing directions. We try to de-
compose the BTF into the following two terms, a parametric
reflectance function fr and a residual function δ:

fBTF (P, V, L) = fr(V, L) + δ(P, V, L), (2)

where P indicates a position on the surface, V and L are
viewing and lighting direction respectively.

4.1 Reflectance Model Fitting
We choose the Phong model with Blinn’s specular highlight
[2] as the parametric reflectance function fr in Equation 2:

fPhong(V, L) = κd × (N · L) + κs × cosn(N · H), (3)

where V is the viewing direction, L is the lighting direction,
N is the surface normal, H is the halfway vector defined as
(L + V )/ ‖L + V ‖, and n is the shininess parameter. The
model itself is isotropic and only has three parameters: κd,
κs and n. The view-independent terms, such as the ambient,
are combined with the diffuse. Although there exist many
BRDF models which are much plausible, the main reason
why we adopt the Phong model is that it is simple and can
be quickly evaluated. (the Phong model is a major lighting
model that is used in real time rendering, especially after
the advent of programmable pipelines):

1http://btf.cs.uni-bonn.de/

Similar to [18], each pixel in the input reflectance maps is
treated as a reflectance measurement with different viewing
and lighting directions. A non-linear optimization is used
to fit the reflectance model to the data. As many previous
studies [13, 12], we take the Levenberg-Marguardt algorithm
as the optimization method. For each reflectance map of a
specific lighting direction, a set of Phong parameters can
be retrieved. Finally, we average all the sets to get a single
Phong parameter set. For the appearance data from a BTF,
we first calculate its BRDF by averaging the intensity of each
BTF images, then the same fitting process is applied to get
the Phong parameters.

4.2 Spatial-Varying Residual Function
From the Equation 2, we can get the δ function as

δ(P, V, L) = fBTF (P, V, L) − fr(V, L). (4)

We name the δ function as the spatial-varying residual func-
tion (SRF). In the implementation, the SRF is obtained by
subtracting the original reflectance maps (or BTF images)
from the reconstructed Phong shading.

4.3 Residual Fitting
Here, we use the δ∗ function which is similar to the Blinn’s
specular component to fit SRF:

δ∗(P, V, L) = s(P ) · H. (5)

However, you may apply any kind of δ∗ function to fit the
residual data. The only purpose of δ∗ function is to approx-
imate δ function. Again, H is the halfway vector. To solve
the unknown s, for each position P on the reflectance map,
the following linear system is formed:

⎡
⎢⎢⎢⎣

H1x H1y H1z

H2x H2y H2z

...
...

...
Hnx Hny Hnz

⎤
⎥⎥⎥⎦

⎡
⎣

s(P )x

s(P )y

s(P )z

⎤
⎦ =

⎡
⎢⎢⎢⎣

δ(P, V1,L1)
δ(P, V2,L2)

...
δ(P, Vn,Ln)

⎤
⎥⎥⎥⎦ .

Then we can get the s by a least square operation. For each
SRFs in three different color channels the same process is
performed. Hence, we may retrieve sr, sg and sb for each P
respectively.

The meaning of s is related to normal perturbation in a
bump map but differs with following aspects:

1. One may imagine that s is a bump-like map which con-
tains both normal perturbation and color variations.
Bump map only stores normal perturbation of the sur-
face meso-structure.

2. However, s is a fitted result from real data and is only
used to reconstruct the SRF. It has no definite and
strong physical meaning. The SRF may contains infor-
mation about translucency, self-shadowing and inter-
reflection (since all the data are captured from real
scenes). If reconstructed well, it could exhibit better
appearance than the bump maps could do.

4.4 Postprocessing
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Figure 3: Demonstration of self-shadowing (a)(b)(c)(d) and shading variation (e)(f)(g)(h) effects.

The s(P ) vectors are transformed into tangent space first
so that we may later use them at the rendering stage2.
To deal with it, we need the tangent t(P ) and binormal
b(P ) of the object surface. Fortunately, as the target ob-
ject is a sphere, we can directly evaluate the two vectors
by parametric forms. For each position P = (p, q), its
normal n(P ) = (p, q, −1)/ ‖(p, q, −1)‖, then we can get
the polar angle φ = arcsin(n(P )y) and azimuthal angle
θ = arccos(n(P )x)/ cos(φ). As a result, the tangent and
binormal of a position P are t(P ) = (− sin(θ), 0, − cos(θ))
and b(P ) = (− sin(φ) × cos(θ), cos(φ), sin(φ) × sin(θ)) re-
spectively. Finally, each of the s(P ) vectors are rotated into
tangent space by following equation:

⎡
⎣

s′(P )x

s′(P )y

s′(P )z

⎤
⎦ =

⎡
⎣

t(P )x t(P )y t(P )z

b(P )x b(P )y b(P )z

n(P )x n(P )y n(P )z

⎤
⎦

⎡
⎣

s(P )x

s(P )y

s(P )z

⎤
⎦ .

The three SRF components s′r, s′g and s′b are saved into a
single texture file in order for use in the rendering process
(if the size of SRF map is m×n, then the size of the texture
should be 3m × n).

5. RENDERING
The rendering method is similar to ordinary bump mapping
techniques [11]. We assume that the input mesh is param-
eterized, or in other words, each vertex of the mesh has a
2Please notice that for s(P ) which is extracted from a BTF,
the postprocessing procedure is ignored.

texture coordinate. Then we can calculate the surface par-
tial derivatives, which are tangent and binormal, for each
vertex by using these texture coordinates (the method is
described in [7]). In our OpenGL implementation, we use
glColor function to pass the tangent vector as color data to
the vertex shader. Thus, we do not need to create an addi-
tional tangent map and pass it to pixel shader as a texture.
However, one may still use an additional texture map to
obtain tangent vectors.

The reconstruction of appearance via SRF is simple. For
each position P on the surface, we need to transform the
lighting and viewing directions into tangent space. Finally,
the color of a pixel is calculated as

f∗
BTF (P, V, L) = fPhong(V, L) + δ∗(P, V, L). (6)

6. RESULTS
The data manipulation process is implemented in MATLAB
and the rendering process is implemented in OpenGL with
NVIDIA Cg shading language [16]. The platform of the
rendering process is a desktop PC with an Intel Pentium
4 2.4GHz CPU, 512MB memory and a NVIDIA GeForce
FX5600 GPU with 128MB video memory. Both of the ver-
tex and pixel shaders are complied in OpenGL NV30 pro-
files. Real-time rendering results of different materials are
shown in Figures 4, 5, and 6. The window size of the ren-
dering system is 600 × 600 and the refresh rate is averagely
more than 20 frames per second (FPS). However, due to



the algorithm is fill-limited, the run-time performance still
varies with the pixel number that the projected image takes.

6.1 Visual Effects
The SRF representation effective captures appearance such
as self-shadowing and shading variation, which are shown in
Figure 3. The major deficiency is that the use of s(P ) ·H as
the δ∗ function may brings blurring effect, which is visible
at the shading discontinuity, such as the shadow bound-
aries. Despite of this problem, the SRF representation pre-
serves the low-frequency shading variation well and reveals
the feel of 3D texture successfully, especially that it is done
by an inexpensive method. Notice in Figures 4 (b) and (f),
which demonstrate a sphere made by polished translucent
stone. The images reveal the shading variation of the ver-
tical crystal cracks inside the sphere object. These kinds of
appearance changes cannot be modeled by traditional bump
mapping techniques, which only encodes surface normal per-
turbation.

6.2 Reconstruction Error Analysis
In order to estimate the reconstruction error, we use a sphere
model and render it with the SRF mapped on it. It can
be regarded as a reconstruction of the captured spherical
objects. For a point (pixel) on the sphere model, we get
the gradient space coordinate from its normal and use it to
sample the SRF (The normal vector is defined as (p, q, −1)
if p and q are in the gradient space, so if the normal vector
n = (nx, ny, nz) in object space, it is easily to get p =
−nx/nz and q = −ny/nz. Then we may use p and q to
sample the SRF). A simulation in MATLAB shows that the
reconstruction MSEs of the above four materials are less
than 5% in average.

6.3 Comparison
This method is an extension of PTM and bump mapping.
It is quite different from the eigen-based approaches. It also
differs from the SBRDF representation (e.g. diffuse + spec-
ular + glossy maps [2]) which does not encode self-occurred
shading effects (e.g. occlusion and shadowing). SBRDF rep-
resentation needs bump mapping techniques to enhance the
rendering quality. The proposed technique integrate multi-
ple shading effects, and can be applied to most of the present
graphics hardware.

Kautz et al. recently also propose a simple but effective
method to render realistic appearance [10]. Unfortunately,
their method may result in shading inconsistency. They use
the images (shading maps) captured under vertical lighting
conditions. So the shadows may vary under these conditions
too. However, the same shading map is still used in an arbi-
trary lighting condition during rendering. The shading of an
isotropic material may be correct, but the shadow direction
would be incorrect. With our technique, the problem could
be solved.

7. CONCLUSIONS AND FUTURE WORK
An inexpensive but effective representation for general com-
plex materials and how to apply it in real-time rendering
framework is described in this paper. Comparing to the
method that directly fits a function to the real data, the

use of the residual function may further reduce the recon-
struction errors. The SRF representation is analogous to an
algorithm called residually-excited linear prediction (RELP)
which is widely used in speech coding. RELP is a variation
of the famous linear predictive coding (LPC). LPC fits each
input signal to a polynomial, then transmits only the poly-
nomial parameters to the decoder in order to reconstruct
the speech. RELP imporves the LPC by quantizing the
residual signals and add them into the synthesis waveform
to increase the quality of restored speech. The concept of
the SRF representation and RELP is close: by means of the
residual reconstruction to enhance the synthesized result.

The planned future improvements are included but not lim-
ited to the following items:

1. How to synthesize SRF on arbitrary mesh surfaces
should be the first priority task in the future.

2. Due to the limitation that our current platform can
only sample material appearance under horizontal light-
ing directions, we need to develop a new one to satisfy
all lighting directions. The PTM device [15] draws our
attention and is a good reference for the new design.

3. Currently the shape of the material that we measured
must be limited to a sphere. By introducing photo-
metric stereo techniques, we hope that in the end we
may capture the appearance of objects with arbitrary
shapes.

4. Try to make further analysis to find another δ∗ func-
tion for better reconstruction.

5. Extend the specular reflectance model to an anisotropic
one so that we can model the appearance of hairs, furs,
CD-ROM disks, etc.

An ambitious goal is to synthesize SRF in a procedural man-
ner. Perlin noise [22] has been widely adopted to create re-
alistic procedural textures, such as woods, marbles, clouds
and so on. With the experience of Pixar RenderMan sur-
face shader development, especially the procedural ones, we
acknowledge that it is hard to design a shader and adjust
its numerous parameters to conform to a specific material
appearance. Most of the general purpose surface shader
takes dozens of parameters, and shader programmers may
found that they are struggling in tuning these parameters.
for example, the noise frequency of turbulence or fractional
Brownian motion (fBm) functions.
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Figure 6: Rendering results of Venus in different lighting conditions. Because we have not applied texture
synthesis on surface to create corresponding SRF map, one may notice that discontinuity may appear across
texture patches. Venus consists of 84,668 triangles.
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