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Figure 1: (a) System workflow of the proposed interaction technique for drone photography. (b) Multi-touch gesture set supported by the
proposed interface, which is designed based on the metaphor of photo manipulation.

1 Introduction
For a long time, photographers hold and move their cameras, and
consider how to frame a good shot all at the same time. With the
emergence of drones, people start to let the flying carriers to hold
their cameras in order to take more compelling pictures. However,
the viewports between the photographer and device become decou-
pled and every single movement needs to be explicitly instructed via
a remote controller. Even with the first-person view video stream-
ing, users still have to be very skillful to fluently pilot the drone
without causing distraction to photo composition. Inspired by the
concept of viewfinder editing [Baek et al. 2013], we propose a more
intuitive interface to control the flying camera (i.e., the drone) by di-
rect view manipulation embodied with multi-touch gestures, which
allows the users to directly alter and rearrange the visual elements
in the picture prior to image capturing. In our proof-of-concept im-
plementation, the viewfinder of a flying camera is mapped to the
screen of a mobile device. The physical camera movements are
encoded by common photo manipulation operations, such as trans-
lation and scaling, with multi-touch gestures.

2 Direct View Manipulation
The design principle of the proposed interaction technique is to en-
able users to consider what a picture looks like instead of how to
move the camera when piloting a drone. To this end, we choose to
encode the physical camera movements (e.g. moving left/right and
forward/backward) by a series of simple photo manipulation opera-
tions, such as translating or resizing a picture. In addition, multiple
operations can be combined to indicate a more complex 3D move-
ment of drone.

In practice, a user holds a mobile device with a touchscreen,
which serves as a “viewfinder” displaying the live streaming from
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the camera mounted on a quadcopter. Once a touch event occurs,
the current view becomes manipulatable and can be altered through
typical multi-touch gestures. For example, an one-finger drag may
translate the content within the viewfinder both horizontally and
vertically. In addition, pinch in/out gestures may resize the image
and reposition it with respect to the viewfinder. Though not related
to photo manipulation, two-finger drag is used to perform yaw rota-
tion to supplement the functionality of modifying drone’s head ori-
entation. The full gesture set is illustrated in Figure 1(b). It is worth
noting that the target view not only indicates the user’s attempt of
drone movement, but also provides visual cues to guide the drone to
better approach the desired view, which is accomplished by a visual
servo controller.

We introduce an additional visual servo feedback loop to drive
the drone to better match the user-specified view by image content
similarity analysis, as demonstrated in Figure 1(a). Specifically, we
employ SURF feature matching [Bay et al. 2006] to evaluate the
registration error between the current and target view by computing
the displacement of the matched keypoints. This information is
interpreted into control signals to drive the drone to approach the
target view. On the touchscreen, the user will have the impression
that the live streaming is attracted to the target view. To let the user
clearly understand the progress of visual servoing, we superimpose
the gradient map revealing the salient structures of the target view
as a semi-transparent layer to provide visual feedback of how the
current view is aligned with the target view.

We implemented the proposed interaction scheme on an unmod-
ified consumer quadcopter, i.e. AR Drone1, which provides open
SDK and rich resources of third party libraries. A user study was
conducted on 10 participants with no or little experiences of pi-
loting a drone. In general, the participants gave positive feedback
about our system and recognized it as an intuitive interface that fits
to their daily experience of manipulating photos on mobile devices.
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