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ABSTRACT
We present Puppeteer, an input prototype system that allows play-
ers directly control their avatars through intuitive hand gestures
and upper-body postures. We selected 17 avatar actions discovered
in the pilot study and conducted a gesture elicitation study to invite
12 participants to design best representing hand gestures and upper-
body postures for each action. Then we implemented a prototype
system using the MediaPipe framework to detect keypoints and a
self-trained model to recognize 17 hand gestures and 17 upper-body
postures. Finally, three applications demonstrate the interactions
enabled by Puppeteer.

CCS CONCEPTS
• Human-centered computing→ Gestural input.
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1 INTRODUCTION
Gamepad-controlled avatars are often used as the main avatar ma-
nipulation for gaming. However, the limited capabilities of gamed-
controlled manipulation lack intuitive control, which affects play-
ers’ presence, enjoyment, and agency of avatar control in video
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Figure 1: Puppeteer introduces the concept of combining
hand gestures and upper-body postures to control avatars
actions. Here is an example of the crouch action: (a) hand
gesture (b) upper-body posture, and (c) avatar animation.

games [10]. Besides, the manipulation requires players to hold in-
put devices during gaming, which restricts the freedom of hand
movements to affect the game experience. Body-controlled avatars
provide a more intuitive and free-hand manipulation that allows
players to directly control their avatars in the virtual world through
real-time body-to-body motion mapping, such as Kinect1, Vicon2,
Optitrack3, etc. However, this type of manipulation is not appropri-
ate to use in scenarios where players are in a narrow space or want
to sit to play games because the manipulation needs more physical
effort and interaction space [6, 7]. On the opposite, finger-controlled
avatars provide dexterous and direct manipulation within a close-
range space where players only use their hands to control avatar
movement, including digital puppetry techniques [2, 4, 6, 8, 13] and
iconic gestures [3, 9, 11, 12]. Although finger-controlled systems
provide fewer sensory cues than body-controlled systems, they
present less body fatigue and a more convenient method to explore
the virtual environment [5]. The two intuitive manipulations have

1https://en.wikipedia.org/wiki/Kinect
2https://www.vicon.com/
3https://optitrack.com/
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their advantages and limitations, which motivates us to consider
whether they have appropriate scenarios to represent. Could we
combine the two techniques with their benefits as a new input
technique?

Although previous works demonstrated either body-controlled
or finger-controlled avatars [1, 2, 4, 11], none of them discussed
tradeoffs and user preferences for body-controlled and hand-controlled
manipulation that would significantly affect the perception of game
experience. In response, to understand and compete the advantages
of the two manipulations, we conducted a pilot study to know why,
when, and how to use body postures or hand gestures for avatar
manipulation in 20 games selected from three top-sell categories
on STEAM4. Through the survey of the 20 games, we decided to
focus on representing human avatars’ motions, and we further in-
terviewed participants about their preferences for hand-controlled
and body-controlled avatars. According to the result of the pilot
study, players use their bodies to represent avatar actions when the
actions are easy to be mimicked by bodies. However, when players
want to sit during gaming to reduce body fatigue, or the avatar
actions are unrealistic and hard to be represented directly by bod-
ies, they tend to use hands to control their avatars. We discovered
that hand gestures provide an alternative to lower-body movement
when players do not want to move exaggeratedly.

Based on the above results, we proposed Puppeteer, a novel input
system that leverages hand gestures and upper-body postures as an
intuitive manipulation to control avatar actions, which is shown in
Figure 1. Puppeteer consists of a multi-camera system that can rec-
ognize the selected 17 upper-body postures and 17 hand gestures
using our self-trained machine learning model, which achieves
an average of 90% accuracy for upper-body postures and 91% for
hand gestures detection. We performed the pilot study investigating
users’ preference between hand-based and body-based input. We
then examined a gesture elicitation study to get gestures/postures
users defined to manipulate avatar actions. Based on the defined
gestures/postures, we collected data to create two datasets, imple-
mented a prototype system for gesture recognition, and developed
three game applications to demonstrate the Puppeteer system. Fi-
nally, we also discussed future applications of Puppeteer that goes
beyond games and current limitations.

2 APPLICATION
Based on the studies’ results, we created three game applications to
demonstrate Puppeteer interaction, including three popular game
genres – Action-Adventure Game, RPG Game and Shooter Game, as
shown in Figure 2. During gaming, players can use their hands or
upper body to control the avatar directly and switch their inputs
based on their preference at any time. Such input manipulation
provides more freedom for players to decide when and how to
control their characters for gaming. Each application contains the
actions appropriate to represent by hand gestures and upper-body
postures. Players will frequently switch between gestures and pos-
tures during gaming and experience the combination of the two
manipulations.

4https://store.steampowered.com/

Figure 2: Three applications demonstrate usage of Puppeteer:
Action-Adventure Game (upper), RPG Game (middle), and
Shooter Game (bottom).

3 CONCLUSION
We present Puppeteer, a concept that combines hand gestures and
upper-body postures to provide a new game input interaction by
multiple cameras detection. We built a prototype using two cameras
mounted on a screen and a tripod separately. Three demonstration
applications enabled by Puppeteer allows participants to switch
to input hand gestures and upper-body postures to manipulate
their virtual avatars. We believe Puppeteer provides a new avatar
manipulation for convenient and easy interaction of hands and
upper bodies in video games.
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