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ABSTRACT
ABSTRACT

In this thesis, we present a face replacement sys-
tem, which can simulate the harsh lighting con-
dition such as self-shadow and ambient-occlusion
in the target face. In the relighting step, we pro-
pose a method that combines the relighting source
face and a shadow map to simulate the self-shadow
condition. Then in the composition step, we use
Drag-and-Drop pasting to better maintain the fa-
cial saliencies with optimal composition boundary.
Furthermore, we incorporate the mixing gradient in
the blending process to preserve the vivid expres-
sion details.

Keywords: Face Replacement, Face Relighting,
Face Composition.

1. Introduction

In recent years, with the advance of digital camera
and camcorder, the public can get more and more
digital media than before. An interesting area peo-
ple usually care about is: editing the digital media
to get personalized result. One important issue in
such area is face replacement.

The goal of face replacement is to replace any
one‘s face to the subject face of images or movies
in existence, and the replaced movies or images look
realistic and natural. It is already widely used by
visual effects in film industry.

However, the traditional face replacement meth-

ods usually assume normal lighting conditions in
target images. So the harsh lighting conditions like
ambient occlusion and self-shadows will not be re-
covered well.

In this paper, we aim to handle the problems for
harsh lighting condition. In the relighting step, we
still use spherical harmonics function to generate
the basic relighting image for source face. More-
over, we also estimate the position of the principle
light source to generate the corresponding shadow
map. Then we combine the spherical harmonics re-
lighting image and the shadow map to simulate the
hard self-shadow in the target face. In the compo-
sition step, we apply Drag-and-Drop pasting to do
seamless composition, so the facial saliencies near
the boundary can be better maintained. To make
the facial expression more natural, we apply the
mixing gradient when we blend the source face and
the target face. The wrinkles and folds in target
face can thus be preserved.

2. Related Work
2.1. Face Replacement

Face replacement can be categorized in image-
based and model-based methods. The difference
between them is whether the 3D model of the tar-
get face is synthesized.

One of image-based methods is [3]. [3] uses a large
database of face images derived from the internet.
They select some candidates in the database, ad-
justing the lighting condition and skin color of faces
to blend with the target images. This method does



not estimate pose on 3-dimension, and it tends to
replace the target faces with similar ones in the
database, not with arbitrary user-input face. The
quality is thus dependent on the candidate selec-
tion. [6] provides a 3D morphable model based
method to reconstruct face model from single im-
age. And they also estimate rendering parameters
such as camera calibration, illumination, etc. [4]
records additional dataset of 35 static 3D laser
scans which form the vector space of mouth shapes
and facial expressions to capture the mouth move-
ment. [5] apply the estimated rendering parameters
of the target face to the synthesis source face model
for face exchanging. It also estimates one principle
direct light. However, the way of light source es-
timation is different from our method. And the
system in [5] produce artifacts when composite the
faces since it does not consider the difference be-
tween skin colors. [8] presents a system that re-
places the target face in a video. They clone the ex-
pression of the target face at each frame to the syn-
thesis source face model with a 3D face expression
database, and enforce the temporal coherence for
illumination and face poses. Our face replacement
framework is similar to those model-based meth-
ods, while it focuses on the improvement of two as-
pects: illumination simulation, and seamless com-
position, and expression detail preservation. The
replacement results are more natural and vivid.

2.2. Pose Estimation

Pose estimation in face replacement is required.
The techniques can also be categorized into image-
based and model-based methods.

Image-based methods like [15] consider this prob-
lem as a classification problem. They extract dis-
tinctive facial saliencies from Haar-like features to
determine the optimal pose range with classifiers.
Other image-based techniques are based on facial
characteristics, and they often assume that the
head pose is closed to a frontal pose. [7] uses the
colors on skin region and hair region of heads to
estimate head poses. All of the above methods
need uniform lighting condition on the face, be-
cause image-based techniques rely on color infor-
mation.

Most model-based techniques start from the mor-
phable model. [5] and [4] estimate lighting condi-
tion and pose estimation at the same time to handle

different illumination. Instead of using color infor-
mation, [10] extracts contours and feature points
of the target face. Those features are mapped onto
the source face model and the temporal coherence
of head pose is considered between near frames.
The problem of using feature points only is that
the facial saliency is not preserved well after face
replacement. We synthesize the source face by the
morphable model in our system, and then we com-
bine intensity and feature information to estimate
pose of the face model. The facial saliencies are
better preserved while the pose is accurately esti-
mated in our system.

2.3. Relighting

Instead of directly estimating positions and direc-
tions of light sources for the target face, most tra-
ditional techniques for face replacement use finite
linear subspace to embed the lighting condition in
function basis and generate the corresponding re-
lighting image. [1] and [17] suppose that the head
is a convex Lambertian object under distant and
isotropic light, and they approximate the lighting
conditions with spherical harmonics. To handle
objects which have different materials in different
area, [12] proposes a ratio image technique to re-
move material dependency in the radiance environ-
ment map. [16] and [2] design a framework to refine
the surface normal and albedo for using spherical
harmonics. [2] tries to segment human face into sev-
eral parts, and they iteratively computes surface
normal, albedo, and lighting. [18] incorporates spa-
tial coherence constraint of skin colors into their
energy function.

In our system, we refer [18] to get precise albedo
and spherical harmonics coefficients. Furthermore,
we combine the shadow map and spherical har-
monic relighting image to simulate the hard self-
shadow in target faces.

2.4. Seamless Composition

When pasting other objects to the target, the inten-
sity variation near the boundary must be smooth to
make results more natural. [13] optimizes the past-
ing boundary to both minimize color variation and
the replacing area. [9] aims to estimate the opacity
for each pixel in the foreground of the image. Both
of [9] and [13] cannot handle the case with very dif-
ferent skin colors. [14] proposes a blending method
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Figure 1: System Pipeline

to overcome this problem. It keeps gradient vari-
ation on the source image and enforces colors of
target face in the boundary condition. Blending
two images is by the Poisson equation. The quality
of results from [14] is strongly depend on the user-
specified destination area. [11] proposes an object
function to compute an optimal boundary. They
also construct a blended guidance field to incorpo-
rate the object‘s alpha matte to faithfully preserve
the characteristics near boundaries of object‘s.

We use the Drag-and-Drop pasting [11] to better
preserve natural facial saliencies in the target face,
as well as the ambient occlusion.

3. System Overview

Our input consists of a source image and a target
image. The two image do not need to have the sim-
ilar illumination and head pose, and characters in
the images can be also different people with dissim-
ilar skin colors, as well as facial expressions. Our
processing pipeline is shown in Figure 1. Finally,
our system outputs the blending face. The source
and target head models are synthesized by the mor-
phable model [6] first. And then we detect facial
features and silhouette in the target face in the face
alignment module [19]. The positions of eyes, nose,

mouse and the region of the face in the image will be
detected. In the pose estimation module, we will es-
timate the suitable poses for the source face model
and the target face model to fit the facial features
of each other. In the face relighting module, the
albedo, normal, and the lighting condition are esti-
mated with spherical harmonic function, and then
the corresponding relighting image for the source
face is generated with the ratio image technique.
To better simulate the shadows on the target face,
we will estimate the principle light source with the
relighting source image, the shadow map on the
source face, and the target face in the shadow es-
timation module. After we generate a shadowy-
relighting source face, it will be blended into the
target image in the image composition module. To
make blending results more seamless and the skin
colors are more natural, we use the concept of Drag-
and-Drop pasting to get a seamless and natural skin
color result. And the mixing gradient is utilized to
keep the facial expression wrinkles in both source
and target image.

4. Pose Estimation

We combine the intensity coherence and geometry
coherence to estimate the head pose. The intensity
coherence minimizes color difference between two
areas, one is the face region in the target image,
and the other one is the projection area of source
model.

The geometry coherence prevents the error
brought by incorrect colors under different light-
ing condition or skin colors. We add constraints
with the positions of some facial features, assum-
ing the positions will not change too much through
different facial expressions. We choose 15 features
for the target face from face alignment result [19].
Four are the corners of eyes, eight are surround-
ing nose, two are corners of mouth, and one is in
the chin. More features are allowed but it takes
more time to track. The corresponding facial fea-
tures for the source face can be obtained from the
pre-marked 3D vertices in the data set of 3D mor-
phable model. The geometry constraint enforces
that the positions of the projected facial features
of the source face are close to the ones of the target
face.

We combine the intensity term and geometry
term to guarantee precise pose estimation results.



We exploit to minimize the energy function:
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, where Iiqrge¢ is color of target image. Ipnoder is
the image by projected source model to the image
plane with the estimated pose parameters . The
feature term can be set 2-norm distance in pairs

of target image(z;,y;) and source model feature
points(u;, v;).

5. [llumination

Because the relighting with spherical harmonics
cannot simulate hard self-shadow very well, the re-
placement will appear unnatural if the source face
and target face have very different illumination con-
dition.

Because the deep self-shadow on the target face
is often generated from a single principle light or
several lights in the closed location, we can ap-
proximate the lighting condition with a small num-
ber of light sources. In this paper, currently we
only estimate one principle light. We believe this is
enough for common scenes by arguing that: When
the scene has more than one light source and those
lights locate different position, the shadow will be
interactively influenced by different lights. And the
edge of shadows becomes softer or close to the am-
bient occlusion effect, which can be approximated
well by spherical harmonics.

Based on the above reasoning, we combine the
spherical harmonica results and estimated shadow
map generated from the light source to simulate
harsh lighting conditions.

In Section 5.1, we briefly explain the method for
albedo and face normal estimation with spherical
harmonic functions. In Section 5.2, we introduce
our light source estimation method, and the corre-
sponding shadow map generation.

5.1. Robust Albedo Relighting

Using spherical harmonics function to synthesize il-
lumination model, the average skin color is taken
as the initial albedo. In the face with cast shadow
and saturate region, the average skin color can-
not approximate the true albedo. In our work, we

Figure 2: Shadow map generation. (a) Target
face (b) Synthesized source face model with same
pose(c) After adding self-shadow on the face model.

adopt the algorithm proposed in [18] to refine albe-
dos. The energy function consists of the data term
and smoothness term. Assuming neighboring pix-
els with similar colors have similar albedos, a spa-
tial constraint is incorporated into the smoothness
term. The simultaneous over-relaxation approach
is utilized to minimize this energy function.

5.2. Self-Shadow in Face Image

First, the initial position of the light source is spec-
ified by users or the default value. Given the posi-
tion of the light source, we can use volume shadow
method to generate the corresponding shadow map.
We propose an energy minimization framework to
estimate the optimal position of the light source.
Given the shadow map and relighting source im-
age, the goal is to minimize the Euclidean distance
over all pixels and color channels between the target
image and shaded relighting image, which is combi-
nation of the relighting image and the shadow map.
The energy function can be written as:

E :Z (S(lp)(x,y) - Ioriginal(xay)

2
+ Irelight (1[,’, y) - Itarget (1'7 y))

,where [, is the lighting position. S() is the



lighted model with the shadow which is generated
by lp. Ioriginal is the same light but no shadow.
Irelignt is relighting source image by spherical har-
monica method. Iigrget is the target face. The
shadow map is as Figure 2. Since the energy func-
tion is hard to analyze from partial derivation,
we choose NM simplex (Nelder-Mead simplex al-
gorithm) to minimize it. Nelder-Mead algorithm
extrapolates the behavior of the energy function by
arranging parameters as simplex. In each iteration
step, it chooses to replace one of the simplex with a
new simplex, if new simplex is unimodal and it can
make function smoother than current simplex. On
the other hand, if new simplex cannot get much
better than current simplex, it will step across a
valley. The simplex converges towards a better re-
sult.

The NM simplex multidimensional minimization
algorithm has been provided in GNU Scientific Li-
brary. We need to set the formula of the function,
initial guess, and size of the initial trial steps to
minimize the energy function. In our experiment,
users just need to specify a rough light source po-
sition. As long as the initial shadow from user-
specified light source has partial overlapping region
with the true shadow, the optimal result solved by
minimizing our energy function will be good.

5.3. Optimal Boundary

Although shaded relighting image simulates the
hard self-shadows of target image well, there are
still some artifacts when we blend it to the target
face. Since the shaded relighting source face may
not have fully consistent shadow position or ambi-
ent occlusion to the target face, the pasting area
must be well determined to make seamless compo-
sition. In this paper, we use the concept from Drag-
and-Drop pasting to estimate optimal boundary of
pasting area. The shadows and ambient occlusions
of target face and source face will blends well with
the optimal boundary.

How can we find the optimal boundary? First,
the replaced area is restricted to be smaller than
both the source face area and target face area in
the images. Second, the boundary cannot across
both the facial features of the source face and the
target face. Face alignment is utilized again to de-
termine the face area and positions of facial fea-
tures. Finally, the optimal boundary is solved with

(a) (b) (c) (@

Figure 3: We show the difference between No op-
timal boundary results and results with optimal
boundary. Light white area is replacement region.
(a) The boundary surround facial features. (b) Re-
sults with general boundary. (c¢) Optimal bound-
ary. (d) Results with optimal boundary.

the shortest path algorithm [11].

6. Target Face Geometry Recovery

Complicated facial geometry like wrinkle, scruff,
pock or scar, is hard to clone from the target face
to the source face via 3D geometry modification,
because such methods rely on the quality of the
synthesis model and registration accuracy between
two faces. Instead of modifying 3D geometry, we
regard those facial saliencies as textures. All we
need to do is selectively retain those textures when
we composite the two faces.

Those textures often have obvious edge and color
variance. So we can detect and preserve those re-
gions with larger gradients. Since we want the re-
placed result not only preserves the features of the
target face but also has the features in the source
face, source face gradients will be compared with
target face gradients. Then the stronger gradient
variance will be used as the guidance field of Pois-
son methodology. This method is called mixing
gradients, using the following guidance field:

qu:{ Ty = I

9p — Yq
, where v, is guidance field of pixel (p, ¢) for pois-
son image editing. (f, —f;) and (g, —g,) are gradi-
ents of pixels (p, ¢) in the source and target image.
Gradients are avoided to mix on regions contain fa-

if|f; - f;' > |9p _gq‘7
otherwise,



Figure 4: Results of normal lighting condition. (a)
The target image of Andy Lau. (b) Face replaced
result. (c¢) The target image of Bruce Lee. (d)
Unusual skin color on relighting source image. (e)
Face replaced result.

cial saliencies of two faces. Those regions are only
replaced by the source face. If we do not enforce
this constraint, those regions may generate ghost
or lost the characteristic of source face.

7. Experimental Results

We experiment our system for several characters.
To demonstrate that replacing shadowy face gets
better results by our system, we select the faces
which contain self-shadow and ambient occlusion
from public web pages. And we show the result
of each input with original image, relighting face,
optimal replaced region, and final blending result.

In Figure 4 (a) and (b), we replace Subject A‘s
face into Andy Lau. This image does not have
complicated illumination environment, so there just
have a little saturation region and no wide-region
shadow. Because of slight changes in light and
shadow, the generated face replacement result looks
realistic in this case. We replace subject A‘s face
into Bruce Lee in Figure 4 (a) and (d). Figure 4
(d)has similar lighting conditions as Figure 4 (b),
with slight changes in light and shadow, but the
spherical harmonic relighting image has unusual
skin color in the saturated region Figure 4 (e).

Figure 5: Hard self-shadow simulation. (a) The
target image of Ethan Ruan. (b) The blending face
without adding shadow. (¢) The blending face with
adding shadow.

Figure 6: Case with strong ambient occlusion and
complicate facial geometry (a) The target image
of Jackie Chan. (b) Blend faces without mixing
gradient. (c) Blend faces with mixing gradient.

We suppose that this situation results from relative
pale skin color of target face, but it still has similar
illumination model. When we blend two faces by
seamless composition, it can adjust the color tone
of relighting result. We can still generate realistic
result.

In Figure 5, we replace the movie star Ethan
Ruan. This target image has wide self-shadow re-
gion. We compare the replaced result which using
spherical harmonics relighting only. As mentioned
above, we not only simulate self-shadow well but
also maintain ambient occlusion effect on the tar-
get face.

In Figure 6, we replace subject A‘s face into the
movie star Jackie Chan. The target face has obvi-
ous wrinkles on the eyebrows and ambient occlusion
on his forehead. We compare the results whether
using mixing gradients or not. The figure combines
without mixing gradients, so it has the smooth area



on the eyebrows. On the other hand, the mixing
gradients result preserve wrinkles on the eyebrow,
and the facial expression make character more life-
like.

8. Conclusion and Future Work

In this paper, we present a system to semi-
automatically replace faces from source image to
the target image. Our system can handle harsh
lighting condition and facial expression details.
First, we combine face alignment and Drag-and-
Drop pasting to find the optimal pasting boundary
on the target face, thus produce a seamless blend-
ing results while maintain the facial saliencies and
ambient occlusion parts. Second, we apply mixing
gradient to the blending process, preserve both fa-
cial expression details on the source face and the
target face. Third, we combine the spherical har-
monic relighting image and the shadow map to sim-
ulate deep self-shadow on the target face. The cor-
responding shadow map is generated from our prin-
ciple light source estimation. Our face replacement
system still has limitations. First, the system re-
lies on face alignment results. The facial features
region detection from face alignment will affect the
quality of pose estimation and composition bound-
ary. Second, we synthesize the source face model
by morphable model. The reconstruction accuracy
strongly depends on the 3D model data set. Usu-
ally the morphable model can not reconstruct com-
plicate facial expression details due to the limita-
tion of data sets. So the reconstructed model may
lose important information of the source face at the
model synthesis stage. After blending the source
face and the target face by mixing gradient, the
results may be too similar to target face. More-
over, though the face relighting can simulate the
illumination and shadow, it quite depends on ge-
ometry of model. The error of 3D reconstruction
by morphable model will influence the correctness
of illumination model.

Our system is not suited for certain cases. For
example: wearing glasses, hair bangs, or other ob-
ject occlusion on the face. Under above cases, it
will usually generate visual artifacts in our results.

There are two avenues for our future work. First,
we want to replace faces in video clips. We want
to explore the temporal coherence of self-shadow
and ambient occlusion. Second, we plan to use the

Kinect to recover more precise face geometry to
reduce the error in the face model synthesis module.
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Figure 7: More results.



